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SUMMARY

Turbulent �ow simulation methods based on �nite di�erences are attractive for their simplicity, �ex-
ibility and e�ciency, but not always for accuracy or stability. This paper demonstrates that a good
compromise is possible with the advected grid explicit (AGE) method. Starting from the same initial
�eld as a previous spectral DNS, AGE method simulations of a planar turbulent wake were carried
out as DNS, and then at three levels of reduced resolution. The latter cases were in a sense large-
eddy simulations (LES), although no speci�c sub-grid-scale model was used. Results for the two DNS
methods, including variances and power spectra, were very similar, but the AGE simulation required
much less computational e�ort. Small-scale information was lost in the reduced resolution runs, but
large-scale mean and instantaneous properties were reproduced quite well, with further large reductions
in computational e�ort. Quality of results becomes more sensitive to the value chosen for one of the
AGE method parameters as resolution is reduced, from which it is inferred that the numerical stability
procedure controlled by the parameter is acting in part as a sub-grid-scale model. Copyright ? 2002
John Wiley & Sons, Ltd.
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1. INTRODUCTION

The advected grid explicit (AGE) method has proven to be both e�cient and accurate for
simulating turbulent free-shear �ows, including planar mixing layers and planar jets. There
are two main reasons for its e�ciency. First, the localized fully explicit �nite di�erence
formulation [1; 2] is very straightforward to compute, which outweighs the need for a fairly
small timestep. Second, most of the successful simulations were slightly under-resolved, and
therefore they were, in e�ect, large-eddy simulations (LES) without a sub-grid-scale (SGS)
model, rather than direct numerical simulations (DNS). The principle is that the role of
the smallest scales of turbulent motion (when the Reynolds number is not too low) is to
dissipate turbulent energy, and therefore they do not have to be simulated when the numerical
method is inherently dissipative at its resolution limits. This idea has been called ‘pseudo-direct
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simulation’ [3], but a name related to LES seems preferable given that not all scales are
resolved, so the term ‘auto-LES’ (LES with automatic SGS modelling) will be used in this
paper. It is demonstrated in Section 6 that certain aspects of the AGE method designed for
numerical accuracy and stability also behave somewhat like a Smagorinsky-type SGS model.
A brief summary of the main features of the AGE method, as generally implemented [1; 2],

is as follows. First, the AGE method is based on the incompressible Navier–Stokes equations
(velocity/pressure formulation), except that the density is not assumed to be exactly constant.
Consequently an equation for pressure �uctuations is derived from mass continuity and an
equation of state. Pressure values are somewhat smoothed as they are updated, controlled by
parameter WP. See Section 6.4 for discussion of some aspects of the pressure calculations.
Second, the grid is advected through the calculation domain during spatial simulations of
�ows with large mean velocities. On the advecting grid the magnitudes of large non-linear
terms are reduced. Third, the growth of certain numerical instabilities is prevented by ‘targeted
di�usion’, controlled by parameter WV ; see Section 6.2. Fourth, time advancement is entirely
explicit; it is �rst-order forward in the present case. Timestep size limitations are reduced by
the selection of an appropriate sonic speed for the �uid. Fifth, spatial derivatives are centred
�nite di�erences, second order in the present case, but de�ned in a special way that accounts
for local �uid advection relative to the grid (‘dynamic derivative o�set’, see Section 6.3).
The quality of a numerical method must be judged ultimately through comparisons with

experimental results, but there is always the di�culty of not knowing the exact initial or
boundary conditions in turbulent �ow experiments. This problem can largely be overcome
when comparing with other numerical simulations (although the question of which simulation
is correct might then arise if they disagreed). The aims of this work are (a) to compare,
in terms of accuracy and e�ciency, a well-resolved AGE method DNS with a high-quality
spectral DNS under identical conditions, and (b) to assess the e�ects of reducing the resolution,
that is to compare AGE method auto-LES of the same �ow with the DNS results. In both
cases the e�ects of the two adjustable parameters in the AGE method are to be determined.
The comparison spectral DNS is a temporally evolving plane wake of a parallel �at plate

with turbulent boundary layers simulated by Moser et al. [4], using the method of Spalart
et al. [5]. This �ow has also been simulated with spectral LES by Ghosal and Rogers [6]
from almost identical initial conditions. The �ow is very similar (including Reynolds number)
to some of the experiments carried out by Weygandt and Mehta [7], but the simulations use
a particular realization of turbulent boundary layers for their initial state, and only results
from an ensemble of many di�erent initial realizations should be expected to agree fully with
experimental statistics. A real wake develops spatially rather than temporally, but the temporal
approximation to spatial development is very good in a far-wake (the streamwise rate of
change of properties is very slow) and is not likely to cause di�erences. The streamwise-
periodic boundary conditions used in temporal simulations simplify the problem very signi�-
cantly and also match exactly the assumption of periodicity inherent in spectral methods.
Previous AGE results have all come from �ows developing spatially with in�ow and out�ow

boundary conditions. Two-stream mixing layers [1; 2] may develop quite rapidly, depending
on velocity ratio, and a turbulent jet into still surroundings [8] develops very rapidly through
several distinct stages. With realistic in�ow conditions, the correct asymmetrical mixing of a
scalar in a two-stream mixing layer was obtained [9]. The present comparison using periodic
boundary conditions is therefore not a complete test of the AGE method as usually applied.
In fact the ‘advected grid’ feature is not being used at all in the numerical sense, because the
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mean �ow of the wake has been removed from the problem by the temporal transformation,
and the original �xed physical boundaries are irrelevant after the computations begin. Thus,
a temporal �ow comparison results in a slightly less demanding test of AGE capabilities, but
this is outweighed by the opportunity to compare with another method under well-de�ned
conditions. On the other hand, the e�ciency advantage of the AGE method is less signi�cant
in temporal simulations than in spatial, because adequate statistics can be obtained from one
or a few realizations of a temporal simulation averaged in the streamwise and spanwise
directions, while spatial simulations are more like experiments with probes sampling at �xed
positions, and must be run until statistics (possibly spanwise-averaged) converge.
Given the philosophy behind the development of the AGE method [1] that somewhat favours

e�ciency in the trade-o�s between e�ciency and accuracy, the results to follow show a very
satisfactory level of agreement. Further, this agreement is in contrast to the quite di�erent
results that were obtained from another AGE simulation with di�erent initial conditions,
discussed brie�y at the end of the next section. Parts of this work have also been discussed
in Reference [10].

2. CONDITIONS FOR DNS

Moser et al. [4] numerically simulated the wake of a parallel �at plate with turbulent boundary
layers at a Reynolds number ṁ=�=2000, where ṁ is the cross-stream integrated mass �ux
de�cit per unit depth spanwise normalized by density, or in other words, the mean velocity
de�cit 〈U 〉 integrated over y. Angle brackets indicate averaging over any plane of constant y,
the temporal equivalent of a spatial or experimental time average at a point, which is denoted
by an overbar. Lower case letters indicate �uctuations, thus U = 〈U 〉+u. The initial state was
obtained by placing data from two di�erent instants in Spalart’s [11] boundary layer simulation
back-to-back (without the wall) in a periodic domain of size 50ṁ=Ud streamwise and 12:5ṁ=Ud
spanwise, where Ud is the mean centreplane velocity de�cit initially. The simulation was
carried out for 125 time units �= tU 2

d =ṁ with a variable timestep Galerkin incompressible
spectral method [5] using up to 512× 195× 128 modes (adjusted several times during the
total run). From �=40 the mean velocity pro�le was self-similar when normalized by the
centreplane velocity defect U0 and the half-velocity width b, and the growth rate (1=U0) db=dt
was constant, but by �=100 the spanwise correlation length was becoming too large for the
domain, and self-similarity broke down. Results will be shown near the beginning (�=42:8)
and especially near the end (�=91:5) of this range. Note that b is taken from the full 〈U 〉
pro�le, not the half pro�le as used by some authors.
For the AGE simulation, spectral vorticity data from �=1:4 were converted to velocity

components on a 514× 320× 130 physical grid with �x=�z=1:95�y, and 10-point-thick
damping layers at the top and the bottom. The AGE method does not assume precisely
incompressible �ow, and therefore an initial pressure �eld was calculated separately with
a Poisson equation. The velocity of pressure waves (acoustic velocity c) should be kept
reasonably low, because the timestep size limit is inversely proportional. It was adjusted
so that U0 was about 0:3c initially; U0 decreased through the run to �nish at less than
0:08c, which means that the �ow was e�ectively incompressible in terms of usual laboratory
practice. The timestep was set to ��=0:02, the acoustic maximum based on �y. Parameters
WP (pressure smoothing) and WV (targeted di�usion) were varied, as detailed later. The same
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grid was used for the whole run, but at �=91:5 the irrotational �uctuations in the free stream
were beginning to impinge on the upper and lower damping layers, and it would have been
advisable to enlarge the domain in y for any further calculations.
Both spectral and AGE calculations included a passive scalar, but a �rst-order upwind

method was used for the scalar in the AGE calculations, and it was not expected that the
results for the scalar would compare as well as the velocity results. In fact the distribution of
the mean scalar value was quite reasonable in the DNS, but scalar variances were somewhat
lower (more so in the auto-LES cases) than the spectral DNS values because of excessive
numerical di�usion. The impact of the pressure calculation on the advection of momentum
(by contrast with advection of the scalar) is discussed later. Future AGE simulations will use
an improved scalar advection scheme, so the present results will not be considered further.
Another temporal wake was simulated as a preliminary test, mainly to ‘calibrate’ the scale

of any di�erences between AGE and spectral results in the main comparison. The spectral
simulation results for Reynolds stresses, for example, were signi�cantly lower than those of
quite a number of self-similar far-wakes, and it was not clear in advance how well the AGE
method simulation would respond to the strong boundary layer e�ects in the initial velocity
�eld.
The preliminary simulation began from a simple top-hat velocity pro�le with a small amount

of random noise superimposed along the planes of the velocity discontinuity, rather like the
wake of a screen or porous plate normal to the �ow. A much larger spanwise domain was
used so that the calculation continued to �=140 without reaching the spanwise correlation
limit. The mean velocity pro�le was approximately self-similar from �=10 onwards. Self-
similarity was achieved sooner in this case at least in part because of the normalization with
Ud (no cusp in the mean velocity pro�le in this wake). In contrast to the main simulation
results, the normalized Reynolds stress pro�les were larger in the early stages (after the initial
rollup and interaction of the two mixing layers) and decreased slowly during the rest of the
calculation. This behaviour is typical of most far-wakes including wakes of parallel plates
with laminar boundary layers [7]. The rate of change of the pro�les was slow enough that
they could be considered self-similar over much of the period, and they were much closer
to the experimental results (Reference [7], or Figure 5 of Reference [4]) than were the main
simulation results. Most importantly in the present context, the di�erences between the top-hat
wake and the wake from turbulent boundary layers turned out to be vastly greater than the
di�erences between the AGE and spectral versions of the latter.
All of the AGE DNS runs were carried out on the Fujitsu VPP300 at the Australian National

University Supercomputer Centre. The spectral DNS and AGE auto-LES were performed on
a Cray C90 at NASA Ames Research Center.

3. CONDITIONS FOR AUTO-LES

The starting �elds for the auto-LES runs were obtained by simply omitting data points (one
out of two, two out of three, or seven out of eight, in each direction) from an instant in
the AGE DNS calculation. The reduced grids are denoted R2, R3 and R8 respectively. At
�=1:4, the original starting point, the cusp in the mean velocity pro�le was too sharp to
be represented accurately in the reduced data, so the instant �=10:4 was chosen. Here the
mean velocity pro�le is still far from its self-similar form, but the peak value has dropped
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by more than 50% and the cusp has begun to spread out. Several WP and WV values were
used as detailed later. The timestep was increased to the acoustic limit for each level of data
reduction. Upper and lower damping layers were maintained at 10 points thick, so the R8
grid was 66× 58× 18 points. More than 99.8% of the original undamped data points were
eliminated in this case.
No changes were made to the AGE method algorithm, and in particular there was no SGS

model, but it will be shown later that the ‘targeted di�usion’ routine controlled by parameter
WV may be acting a bit like a SGS model even though its primary purpose is numerical
stability, and the de�nition of derivatives used in non-linear terms may also produce that
e�ect.

4. AGE DNS RESULTS

Growth of the wake width b and decay of the centreplane velocity defect U0 are shown in
Figure 1, arranged such that they would be linear functions of time for self-similar velocity
pro�les. AGE parameter values for all DNS results in this section were WV =1:5 and WP=0:5,
but the parameter values for DNS are not at all critical as shown in Section 6. Halfwidth values
from the AGE DNS agree quite well with spectral results, but U0 is tending to decay slightly
more quickly, and at �=91:5 it is low by about 3%. Normalized mean velocity distributions
(not shown) from �=40 onwards collapse very well onto the spectral self-similar results (see
Figure 3(a) of Reference [4] for the latter). While the slightly faster decay of U0 is undesirable,
it should be viewed from the perspective that the growth rates (in b) of most far-wakes are
of order 50% larger, as discussed in Reference [4], and therefore the AGE simulation has
retained virtually all of the e�ects of the turbulent boundary layer initial conditions in this
case.
The e�ects of the two di�erent boundary layer realizations on the two sides of the wake are

actually somewhat di�erent, which appears most clearly in pro�les of 〈v2〉, the variance of the
transverse velocity �uctuations, shown in Figure 2. Compared to free shear �ows, boundary
layers tend to have relatively less energy in the transverse and spanwise �uctuations, and
shorter spanwise length scales, so it is not surprising that 〈v2〉 increases during the earlier
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Figure 1. Decay of centreplane mean velocity U0 and growth of wake halfwidth b for spectral DNS
(lines), AGE DNS (squares) and auto-LES on grid R8 (diamonds).

Copyright ? 2002 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2002; 39:961–977



966 D. K. BISSET

y/b

<v
2 >

/(
U

0)
2

-1 0 1
0

0.02

0.04

0.06

0.08
spectral
AGE DNS
"top-hat"

Figure 2. Distributions of 〈v2〉 from spectral and AGE DNS at �=42:8 (lowest curves) and �=91:5
(middle curves). The uppermost curve is 〈v2〉 at �=74:4 from the top-hat initial pro�le.
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Figure 3. Streamwise power spectra of u (lower curves) and v (upper curves) from AGE DNS and
spectral DNS at �=91:5 on the centreplane.

stages of this simulation, nor that the spanwise correlation length becomes the limiting factor
in a domain where the width originally suited a boundary layer. The continuing slow increase
in 〈v2〉 throughout the self-similar period (Figure 2), in contrast to pro�les of other quantities,
is analysed in Reference [4]. The increase in 〈v2〉 is a little faster on the lower side of the
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Figure 4. Positive contours of transverse velocity V at �=91:5; z=b=0, from the spectral DNS (bottom),
AGE DNS (middle) and auto-LES on grid R8 (top). Contours V=U0≈ 0:05; 0:1; 0:2; 0:4.

wake, giving a rather asymmetrical pro�le at the later time in Figure 2. Clearly the results
for the two simulation methods are very similar. Agreement for other pro�les (not shown)
such as 〈uv〉 is equally good, except that the spectral DNS 〈u2〉 pro�le is more asymmetrical
than the AGE version at the �nal time. The close agreement in Figure 2 for the same initial
conditions may be contrasted with the results obtained from other initial conditions, i.e. the
top-hat pro�le, also shown in Figure 2 at an intermediate time.
The same trend of growth in v2 pro�les from the early stages of wakes of parallel plates with

turbulent boundary layers can be seen in the experiments of Weygandt and Mehta [7] (Figure
21c), and there is a rough correspondence between pro�le peak values in the experiments and
DNS for similar values of U0=Ud. Wakes after laminar boundary layers have v2 pro�les that
are much stronger initially and slowly decrease [7].
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Figure 3 compares streamwise power spectra of the �uctuations u and v from the centreplane
at �=91:5 from both DNS methods. Except at very high wavenumbers, the agreement is
remarkably good, and where they begin to diverge the levels of the spectra have already
decreased by three to four orders of magnitude. Most likely the modi�ed second-order central
di�erencing used with AGE is too di�usive at very small scales (high wavenumbers), but
it is also likely that some residual noise has raised the spectral DNS values slightly at high
wavenumbers, especially for the v spectrum.
The comparative results so far have involved progressively less averaging, from global

through to spectral properties, but the next comparison—instantaneous contours of a velocity
component—involves no averaging at all. At this level the e�ects of initial or early-time
deviations that have been magni�ed through thousands of subsequent timesteps are likely to
be noticeable, even though statistical properties were not a�ected.
Contours of positive values of V are shown in Figure 4. The general placement of V

contours, corresponding to the large scales of turbulent motion, shows good agreement, but
the detailed level of agreement at smaller scales is rather variable. Roughly the same sizes
and numbers of concentrated high-value contours of V can be found, however, which leads
to statistical similarity. Results for the other velocity components and results in (x; z) planes
show a similar level of agreement between the two DNS methods.
CPU time for the spectral DNS to reach �=91:5 was around 180 Cray C90 hours. The

AGE DNS required 5:0 h on a Fujitsu VPP300, which corresponds to about 11:5 h on the
Cray, based on a direct comparison of a similar code run identically on the two machines.
The AGE computer code is also signi�cantly shorter and simpler to write than the spectral
code.

5. RESULTS FOR AUTO-LES

The growth of b and decay of U0 for grid R8 have already been shown in Figure 1. Consider-
ing that at �=10:4 (when the projection onto R8 was made) more than 50% of the change in
mean velocity across the wake occurs within two grid points either side of the centreplane, the
e�ect of reducing the data to R8 is quite small, especially for U0. Also, the rate of change of
b is about right even though values of b are a bit low (a consequence of poor representation
of the velocity defect initially). Results on R2 and R3 were closer to the DNS. The value
WV =2:2 for the targeted di�usion parameter was used here for grid R8, as it produced the
best results for power spectra (see below). Reducing WV decreased the magnitude of U0 and
increased b, and vice versa for larger WV . The value of the parameter WV has a signi�cantly
greater e�ect on auto-LES results than on DNS, as described in Section 6.
The e�ect of reduced resolution on 〈v2〉 is shown at �=91:5 in Figure 5, using WV =1:5

for all except R8. The curve for the R2 case deviates a little from the DNS, and for R3 the
values are slightly large on the upper side of the wake. For R8, the distribution is somewhat
narrower overall, even though b, the normalizing factor, is smallest for R8. Roughly the same
level of agreement was found for other variances and for Reynolds shear stress (not shown).
Clearly the reduction in resolution with auto-LES is not degrading the results in any serious
way, and the missing small scales do not contribute a great deal to the total turbulent energy.
Power spectra for velocity components u and v are presented in Figure 6, along with the

corresponding pressure spectra. At the high wavenumber end, reduced resolution causes a
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progressively earlier rollo� in the spectra, but values before the rollo� points are remarkably
consistent. As mentioned above, WV was increased to 2.2 for grid R8 in order to match
the spectra (values were somewhat high at WV =1:5), but no other changes were made.
Interestingly the pressure spectra do not exhibit any rollo�, although the overall level on R8
is a�ected by WV just as for velocities. This and other aspects of the pressure calculation will
be discussed further in the next section.
Contours of V on the R8 grid have already been shown in Figure 4(c), and they imply

quite reasonable similarity between large-scale motion in the auto-LES and DNS. In contrast,
small scale concentrations of V are rarely seen on the coarse grid. After a longer calculation
time in a larger domain, an auto-LES would probably di�er signi�cantly from DNS on an
instantaneous basis even at larger scales, but it is reasonable to expect that the current level
of agreement would be maintained for statistical averages.
CPU times on the Cray C90 for the three levels of auto-LES, scaled to include the missing

time before the transfer from the DNS grid at �=10:4, were 52 min (grid R2), 13 min
(R3), and less than 40 s (R8). The ideal speedup goes as the fourth power of grid spacing
(the timestep is enlarged along with the grid), but vector overheads and the �xed thickness
damping layers reduce the actual speedup somewhat. CPU time for the LES by Ghosal and
Rogers [6] with a dynamic SGS model was an order of magnitude greater at resolution similar
to R8.

6. SOME NUMERICAL ASPECTS OF THE AGE METHOD

6.1. Parameter values for DNS and auto-LES

Selected values of the AGE parameters WV and WP were used for the results presented above,
but now the e�ects of changing those values will be considered in the contexts of DNS and
auto-LES.
The pressure smoothing parameter WP (see Reference [1]) can be dealt with very quickly:

over the range of at least 0:26WP60:9, the value of WP has very little e�ect on both DNS and
auto-LES results, including pressure variances and power spectra as well as velocity results.
At WP=0:99 (almost no smoothing) on the R8 grid, however, a large amount of numerical
noise had built up by the end of the run, and the simulation was starting to break down.
Although no similar run was tried at DNS resolution, previous experience with mixing layers
and jets suggests that the same problem would occur for an AGE DNS of a wake given a
long enough calculation time. In summary, pressure smoothing does play a crucial role for
AGE calculations, but its controlling parameter value is not at all critical within quite a large
range.
The setting of the targeted di�usion parameter WV [1] was expected to have a greater in�u-

ence on results. For example, auto-LES of a fairly high Reynolds number spatially developing
mixing layer showed some e�ect from the WV value even though the resolution was approach-
ing DNS [2]. However, the wake DNS (for which WV was set to 1.5 initially) was repeated
with WV =1:0 and WV =2:5 with remarkably little change in the results. Transverse variances
are presented in Figure 7, where a very slight increase is seen for WV =2:5; there is no signif-
icant di�erence in V power spectra (Figure 8). Targeted di�usion was originally derived with
WV =1:0 [1], but higher values were needed in practice. Present experience seems to support
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the original concept for DNS. Further runs were attempted with WV =0 (i.e. targeted di�usion
switched o� completely) or WV =0:5, but the calculations were unstable and eventually broke
down, showing that targeted di�usion does play an important role, even in a DNS.
The setting of WV has much more in�uence on auto-LES results, especially when the coarse

R8 grid is used. As shown in Figure 7, 〈v2〉 more than doubles when WV is decreased from 2.2
(the selected value initially) to 1.0, and for WV =3:0, 〈v2〉 decreases slightly. Power spectra
are also a�ected signi�cantly (Figure 8). A problem for auto-LES in other �ows then arises:
is it possible to set WV correctly without having to do the corresponding DNS? All that can
be said with certainty at this stage is that a test of sensitivity to the WV value should be
carried out, and the best WV is somewhat larger than 1.0 if the results are a�ected. In future
it may be possible to set WV as a function of a grid Reynolds number.

6.2. A grid Reynolds number for targeted di�usion

The idea behind targeted di�usion is that the current value of a velocity component in a time
advancement equation should always be multiplied by a coe�cient in the range 0.0–1.0, with
the upper limit being the important case for turbulent �ow [1]. When the coe�cient would
go above 1.0 the particular velocity component is modi�ed in a manner that amounts to a
temporary local increase in di�usion, at a level controlled by WV .
In the equation for �nding the new value of U , the coe�cient of the current U value is[

1:0− �t
2�x

�U −�t�
(

2
(�x)2

+
2

(�y)2
+

2
(�z)2

)]

which can be greater than 1.0 if �U (the velocity di�erence across 2�x) is negative. For
simplicity let �x=�y=�z, and then set the coe�cient equal to 1.0:

1:0− �t
2�x

�U −�t� 6
(�x)2

=1:0

which reduces to

ReG =
(−�U )�x

�
=12

Therefore, the problem yields a grid Reynolds number ReG, and the coe�cient of the current U
value exceeds 1.0 when ReG¿12. The critical value varies when grid spacing is di�erent in
di�erent directions—in this work it is 23, because 1:0=�y=1:95=�x.
On the R2 grid, in the fully turbulent zones, ReG¿23 on about 3.3% of the occasions for

which �U¡0, but the proportion on R8 is 77%. ReG values have not been determined for
the DNS, but �x is smaller and �U is correspondingly smaller when calculated over that
spacing, so ReG is nearly quadratic in �x. Therefore, it is likely that the critical value of
ReG is only rarely exceeded in the DNS, at least in the later part of the simulation. It seems
that targeted di�usion is controlling these occasional overshoots in the DNS (the calculation
eventually becomes unstable if targeted di�usion is switched o�), but otherwise it is having
little e�ect in comparison with the true di�usion terms. On the other hand, it was shown that
although the ‘ideal’ value WV =1:0 is usually su�cient for stability on auto-LES grids, higher
values are needed for quality results. Here it is possible that the targeted di�usion term is
acting as a SGS model, increasing di�usion locally when there is a high local deceleration in
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the direction of �ow (large negative �U ). [One might note that strong local accelerations also
need SGS di�usion (vortex stretching, etc.), but this will occur, when appropriate, through
decelerations induced in other velocity components.] Cross-stream gradients do not appear in
the targeted di�usion calculations, so there is no e�ect similar to the problems sometimes
found with standard SGS models in pre-transition regions with high laminar shear.
It is hoped that it will eventually be possible to set the correct value of WV in reduced-

resolution AGE simulations by relating WV to the ReG values, but more experience is needed.

6.3. Analysis of DDO

The present version of the AGE method [2] utilizes in the non-linear terms a particular form
of velocity derivative invoking ‘dynamic derivative o�set’ (DDO), and it has been pointed
out by B.J. Boersma (private communication) that the o�set terms have the same general
form as the Smagorinsky-type SGS model frequently used for LES. The suggested analogy
is described below and then discussed.
Denoting the calculated large-eddy quantities in a standard LES by ˜(:), and considering for

simplicity just one non-linear term Ũ@Ṽ =@x in the time advancement equation for Ṽ ,

Ũ
@Ṽ
@x
=
@
@x
(Ũ Ṽ ) +

@
@x
(ŨV − Ũ Ṽ )− Ṽ @Ũ

@x

The last term on the right-hand side disappears through continuity for incompressible �ow
(the full equation includes Ṽ @Ṽ =@y and Ṽ @W̃ =@z), the �rst term is calculated, and the middle
term is modelled as the gradient of a SGS stress �; thus

Ũ
@Ṽ
@x
=
@
@x
(Ũ Ṽ ) +

@�
@x

The Smagorinsky model is the basis for the most commonly used model for SGS stress
[12; 13], in which �=−2(CS�)2|S̃|S̃, where CS is a �ow-dependent constant, � is a �lter
width usually related to grid spacing, and S̃= 1

2(@Ũi=@xj+@Ũj=@xi) is strain rate. The terms can
be regrouped to obtain −2C2S ×�× (�|S̃|)× S̃, essentially the product of a length, a velocity,
and velocity gradients.
In the AGE method, the DDO version [2] of the equivalent term is

U
@V
@x
=UG

@V
@x

∣∣∣∣
G
−UG�t

2
UG

@2V
@x2

∣∣∣∣
G

where subscript G implies that a quantity is evaluated in the normal manner at the current grid
position. The group on the right is a correction arising from the consideration that the best
place to evaluate @V=@x is actually upstream from the current grid position by an advection-
dependent o�set L=(UG�t=2); see Reference [2] for further information. The correction term
can be rewritten as

−UG�t
2

UG
@2V
@x2

∣∣∣∣
G
=−LUG @@x

(
@V
@x

)
=
@
@x

(
−LUG @V@x

)

since L and UG are constants locally.
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Figure 9. Contours of pressure relative to ambient from the AGE DNS at �=91:5 in the plane y=0:4b;
contours �P=(0:5�U 2

0 )=−0:1;−0:2;−0:3 : : : :

The quantity in the last set of parentheses has the same form as the SGS stress when the
latter is regrouped as shown above, i.e. length× velocity× velocity gradient. The AGE �t
is usually scaled with �x, so the length L tends to scale the same way as the LES �. The
velocity gradient @V=@x (AGE) is one component of S̃ (LES), which leads to further similarity.
The analogy is not good for the velocity itself, however, since the AGE UG is not closely
related to the LES �|S̃|, and UG also depends on the grid advection velocity. Nevertheless,
the analogy between AGE and LES under present conditions is reasonable because the factors
that a�ect UG were held constant while grid resolution was reduced, and thus the e�ect of
DDO correction increased roughly in proportion to the need for a SGS contribution (along
with the e�ects of targeted di�usion discussed in Section 6.2). For the general case, DDO
was derived from physical considerations based on advection, and therefore it is reasonable
that its e�ect depends (via UG) on factors not related to SGS stress.
Ferziger [13] points out that although there are various objections to Smagorinsky-type

models for LES, they may work well in practice because the modelled small scales are often
quite similar in di�erent �ows and do not contribute very much to turbulent energy, transport
properties, and so on. The main di�erences between �ows are found in the large scales, which
must be computed correctly by the LES code. Likewise, the AGE method procedures that
have the e�ects of SGS stress may contribute to the robust behaviour of the AGE method at
reduced resolution without necessarily being ideal SGS models. Other researchers, e.g. Boris
et al. [14], have made similar suggestions about other CFD methods. Numerical di�usion
can be more important than the SGS model in LES methods for transonic �ow, e.g. Garnier
et al. [15].

6.4. Aspects of the pressure calculation

The AGE method is a little unusual amongst DNS methods for incompressible �ow in its use
of pressure as a fundamental calculation variable, so it is worth considering a few aspects of
the pressure calculation and its results. An example of low-pressure zones, which generally
correspond to the cores of rotational structures, is given in Figure 9.
Firstly, it has already been noted that pressure spectra do not show the same rollo� as

velocity spectra on the auto-LES grids (Figure 6). The reason for this is at least partly that
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the pressure evolution equation

@P
@t
=−c2�

(
@U
@x
+
@V
@y
+
@W
@z

)
has no advection terms, unlike the velocity equations, and therefore it is not subjected to the
small-scale di�usion and dispersion that often a�ict advection in �nite di�erence methods.
Also, for incompressible �ow the sum of the three velocity gradients involved in pressure
evolution is usually much less than the magnitudes of the individual gradients; numerical
di�usion tends to smooth out small-scale velocity gradients, but it will not necessarily reduce
them equally at every point, and therefore their sum could be either larger or smaller than
the true value.
This explanation is supported by another phenomenon, that is, any disturbance to the

velocity �eld can produce surprisingly large short-lived excursions in the pressure �eld. For
example, the initial velocity �eld and its corresponding pressures calculated from a Poisson
equation (assuming pure incompressibility) do not comprise an exactly consistent state for
AGE DNS. As a result, the rms of pressure �uctuations increased by around 50% within the
�rst four timesteps, but then settled down very quickly (20 or so steps) to a stable level.
Velocity variances were essentially unchanged, however, as should be the case over such a
short time. Similarly, the transfer from AGE DNS to the R2 grid caused an alarming 100%
increase in rms pressure after four timesteps (even higher for R3 and R8), but again the
excess values disappeared quickly and other quantities were una�ected. Clearly the adjust-
ments made to the velocity components (through temporary increases in pressure gradients
for a few timesteps) were very small and rapidly achieved, but the balance in the pressure
calculation was disturbed quite signi�cantly while the adjustments were made.
Pressure plays another role in the numerical aspects of the AGE method, namely, it controls

overshoot in the velocity advection terms. Second-order central di�erences (as used in the
present calculations) are subject to the Gibbs phenomenon, which often results in overshoot of
transported values of any quantity. In fact it has been necessary to avoid second-order central
di�erences for advection of the passive scalar in order to prevent overshoot of its values.
However, the scalar is not connected to the pressure calculation, whereas any tendency for
a velocity component to overshoot immediately causes a counteracting pressure gradient, and
therefore velocity overshoot is controlled.
At this point it is reasonable to ask whether the numerical role of pressure interferes

with its true status as a physical quantity. Firstly, the correct physical formulations are used
(AGE is only super�cially related to arti�cial compressibility methods, for example, that
use pressure as a purely numerical device). Secondly, two recent results support pressure’s
physical status in AGE. Antonia et al. [16] analysed pressure structure functions for 11
simulations from various sources, including two AGE spatial simulations. They found that all
structure function distributions have a similar shape, and that there was a consistent trend with
microscale Reynolds number. Also, preliminary results from an AGE DNS of turbulent channel
�ow driven entirely by the overall pressure drop show a very good balance between mean
pressure gradient and wall shear stress. These results indicate that the pressure calculation is
likely to be physically realistic in terms of both large-scale behaviour (e.g. mean pressure
gradients) and local properties (e.g. structure functions). The one aspect that has not been
tested systematically is the e�ect of compressibility: how far can sonic speed be lowered (and
the timestep correspondingly enlarged) without a�ecting the results. This knowledge will be
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important for wall-bounded �ows where the grid spacing is usually small close to the wall,
severely limiting the timestep.

7. DISCUSSION AND CONCLUSIONS

An important issue for a comparison of the present type is the extent to which it can be
expected that two di�erent simulation methods should agree. As noted earlier, close agreement
between statistics from one temporal realization and converged statistics from an experiment
cannot always be expected, but the present work compares two temporal simulations that be-
gin from nominally the same initial state. However, the well-known ‘butter�y e�ect’ [17] is
applicable in such a case—the idea that small uncertainties in the initial state of a turbulent
�ow can grow rapidly (on the timescale of the small-scale motions) and quite soon in�uence
the evolution of even the largest scales. [Lorenz [17] actually discusses the possible magnitude
and timing of changes in the earth’s weather caused by one seagull (or all seagulls) choosing
to �ap its (their) wings, in the context of an analysis of the �nite-time predictability of
incompressible vortical �ows.] The process of projecting the initial data (vorticity compo-
nents in the spectral domain) onto a �nite-resolution physical grid of pressure and velocity
components is an unavoidable source of small but widespread initial uncertainty, the e�ect of
which is di�cult to assess. Also, any calculation di�erences are likely to be greatest at early
times when velocity gradients are very large and localized, and these early di�erences then
have all the remaining time in which to grow and propagate to other scales. For this reason,
the projection from spectral to physical domain was actually carried out when the centreplane
mean velocity de�cit had already decreased by about 15% (at time �=1:4), but there may
still have been a residual e�ect of high gradients from the plate. Probably the best that can
be hoped for in a comparison is that simulations will continue to agree on �ow statistics even
though they will certainly diverge at the level of instantaneous details.
The results from the present work have shown that, within the limits of this type of

comparison, there is remarkably little di�erence between results from AGE method DNS
and from spectral DNS. The AGE method saves an order of magnitude in computational
e�ort, however, and it is more �exible with regard to boundary conditions and can be used
for spatially evolving simulations. Reducing the resolution by a factor of two or three (auto-
LES) o�ers further gains in memory requirements and calculation time (a 92–98% reduction)
without loss of information that would be valuable for engineering purposes, except perhaps
where small scales are crucial such as combustion problems. It is postulated that AGE routines
for controlling accuracy and numerical instability also have the e�ect of SGS stress, and that
with further experience it will be possible to set the relevant parameter value as a function
of grid Reynolds number. The next step is to determine whether the AGE method advantages
can be maintained in wall-bounded �ows, where many types of LES (including spectral) have
not fared very well on coarse grids near the walls.
In general terms, the AGE method is an example of the idea that simple methods may

play a very useful role in simulations of real turbulent �ows, provided that they maintain
reasonable accuracy and stability over a good range of Reynolds numbers. It is much easier
to apply such methods in �ows with complex boundary conditions. Similarly, there may be
little bene�t from developing complex and expensive models for LES, in certain �ows at
least, given that the present auto-LES results were obtained with no explicit model at all.
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High-quality simulations of canonical �ows, especially spectral DNS such as the planar wake
[4] used here, will not become redundant, however. They will always be needed for compar-
ison purposes and for investigations of the fundamentals of turbulent �ow.
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